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ABSTRACT

Aims. We propose to estimate the accuracy of current very long baseline interferometry (VLBI) catalogs.

Methods. The difference of source position estimated from two decimation solutions was analyzed to estimate the scale factor and
noise floor for the formal error of radio source positions by two different methods. In one method, we investigated the weighted root-
square-mean (wrms) scatter of source positional differences versus the number of observed sessions; for the other one, we compared
the wrms difference versus the formal error. Based on the estimated noise floor and scale factor, we determined the realistic error of
radio source positions in the standard solution and compared it with that of Gaia DR2 and ICRF2 catalogs.

Results. The estimated scale factors from two methods are rather consistent, which is of ~1.3 in both coordinates. As for the noise
floor, it is estimated to be 20—25 pas for sources observed in at least ten sessions, and it could reduce down to ~10 pas for sources
which have been observed more than 1000 times. The inflated median formal error of our solution is of the same order as the Gaia
DR?2 catalog in declination and the direction of major axis of the error ellipse, but smaller by a factor of two in right ascension. With
respect to the ICRF2 catalog, our solution yields an improved accuracy by a factor of about three.

Conclusions. Currently, the VLBI radio source catalog still provides source positions with the best accuracy which is about 20-25 pas.
Moreover, the noise floor of VLBI catalogs could potentially reach 10 uas with more observations in the future.
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1. Introduction

Geodetic very long baseline interferometry (VLBI) measures
positions of thousands of radio sources (quasars) since 1979.0.
Thanks to its unreachable accuracy, the International Astronom-
ical Union (IAU) adopted the International Celestial Reference
Frame (ICRF) realized by VLBI to serve as the fundamental
celestial reference frame (CRF) in 1998. The current version of
ICREF is the second realization of the International Celestial Ref-
erence Frame (ICRF2) released in 2009. Fey et al. (2015) deter-
mined a noise floor (best positional accuracy) of the ICRF2 to be
of 40 micro-arc second (uas) and mentioned that the stability of
the ICRF axes is close to 10 uas.

The arrival of the Gaia Celestial Reference Frame (Gaia-
CRF2; Gaia Collaboration 2016, 2018b) provides an indepen-
dent CREF realization with a similar high accuracy to VLBI. The
comparison in Gaia Collaboration (2018b) showed that the posi-
tional formal error for the ICRF3-prototype subset of the sec-
ond data release of Gaia mission (Gaia DR2; Gaia Collaboration
2018a) is very close to but still worse than that of the proto-
type version of ICRF3 — the best VLBI solution at that time.
However, several studies, for example, Ryan et al. (1993), and
Herring et al. (2002), showed that the formal errors of VLBI
products are generally too small and therefore should be scaled
up. To represent the realistic error &, the usual way is to apply a
scale factor s and then add a noise floor f in quadrature to the
formal error o, so that we can recalculate the inflated error as

£=(s- 0+ f2.

ey
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After inflating the formal error, it is interesting to investigate
whether the realistic error of VLBI positions for radio sources
could still be better than that of the Gaia DR2. To answer this
question, we need to determine the realistic accuracy of current
VLBI radio source catalogs by estimating the noise floor and
scale factor.

Determining the realistic errors is an important part of the
compilation works for ICRF catalogs. For the first generation
of ICRF (ICRF1), the realistic error of the radio source posi-
tion was determined through intercomparison of several VLBI
catalogs obtained with various analysis strategies and modeling
options. After a series of tests, the scale factor and noise floor were
estimated to be 1.5 and 250 uas, respectively (Ma et al. 1998).
For ICRF2, the scale factor remained the same but noise floor
reduced down to 40 uas, showing a large improvement in VLBI
technique from ICRF1 (Fey et al. 2015). Several works concern-
ing the internal accuracy of the VLBI catalogs have been pub-
lished since the ICRF2 was released. Lambert (2014) checks the
offsets of several VLBI astrometric radio catalogs with respect to
the ICRF2 catalog and concluded that these radio catalogs showed
no significant improvement compared to the [ICRF2. Gordon et al.
(2016) shows that the re-observation of the so-called VCS sources
(VCS-II) reduced down the average positional uncertainties for
the re-observed VCS sources by nearly a factor of five. These
new observations lead to most of recent astrometric improve-
ments with respect to the ICRF2 and hence possibly contribute
significantly to reducing the noise floor of the next generation
of ICRF (ICRF3; Gordon 2017). More recently, Frouard et al.
(2018) compares a new VLBI solution made at the United States
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Table 1. Statistics of the VLBI solutions.

Solution No. sessions  No. observations  Postfit rms Reduced y> Median error (uas)
(delays) ps acoso o

OPA 6362 12865922 253 0.92 93 162

Decimation-A 3181 6429 635 253 0.92 161 286

Decimation-B 3181 6436287 25.3 0.93 167 287

Naval Observatory with the ICRF2 catalog. The authors inflate
the formal errors of source positions in their solution by the same
way as done in the ICRF2 and find that the inflated median formal
errors are smaller by ~20%—25% compared to the ICRF2. At the
30th TAU General Assembly in August 2018, the new version of
ICRF-ICRF3, consisted of radio source positions measured at the
three bands (S/X, K, and X/Ka), was adopted. For the S/X cat-
alog of ICRF3, the scale factor and the noise floor were reported
to be 1.5 and 30 pas (Charlot 2018).

Here we intend to explore the possible methods to estimate
the scale factor and noise floor in the VLBI catalog and thus
investigate the VLBI internal accuracy. Section 2 describes our
solutions used in this work. We introduce our methods in Sect. 3
as well as determine the scale factor and noise floor. With these
results, in Sect. 4 we rescale the formal errors in our solution
and compare them with that of Gaia DR2 and ICRF2 catalogs.
Finally, we present our conclusions in Sect. 5.

2. The VLBI solutions

We ran a global VLBI solution for our analysis. The data were
made up of 6362 VLBI sessions between August 1979 and
April 2018, which are publicly accessible at the IVS Data Cen-
ter!, part of the International VLBI Service for Geodesy and
Astronomy (IVS; Nothnagel et al. 2017). We used the geodetic
analysis software Calc/Solve (Maetal. 1986) developed and
maintained by the VLBI group at NASA/GSFC? in a stan-
dard configuration. Source coordinate differences with respect
to ICRF2 (Fey et al. 2015) were estimated as global parameters
except for 39 sources that have a strong non-linear coordinate
variation (so-called special handling sources in Fey et al. 2015).
A no-net-rotation condition was applied to the coordinate of the
295 ICRF2 defining sources. Station coordinate differences with
respect to the ITRF2014 (Altamimi et al. 2016) were estimated
as global parameters with no-net-rotation and no-net-translation
conditions applied to the positions and velocities of a group of 38
stations. All station positions were corrected for tridimensional
displacements due to oceanic and atmospheric loadings using
FES2004 (Lyard et al. 2006) and output from the Atmospheric
Pressure Loading Service (APLO; Petrov & Boy 2004). Antenna
thermal deformations were obtained in Nothnagel (2009). A pri-
ori dry zenith delays were estimated from local pressure values
and then mapped to the elevation using the Vienna Mapping
Function (Boehm et al. 2006). The modelings of intraday vari-
ations of the troposphere wet delay, clocks, and troposphere
gradients were realized through continuous piecewise linear
functions whose coefficients were estimated every ten minutes,
30 minutes, and six hours, respectively. A priori Earth orienta-
tion parameters were taken from the IERS EOP 14 C 043 data
and the IAU 2000A/IAU 2006 nutation and precession models

! ftp://ivsopar.obspm. fr/vlbi/ivsdata/db
2 https://vlbi.gsfc.nasa.gov/
3 Data publicly available at http://iers.obspm. fr/eop-pc
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(Mathews et al. 2002; Capitaine et al. 2003). Offsets to the nuta-
tion, polar motion, and UT1 a priori together with polar motion
and UTI rates were estimated once per session. This standard
solution will be referred to as OPA.

Besides the standard solution, we also ran two decimation
solutions to determine the scale factor and noise floor for the
formal error of radio source positions. These two solutions will
be labeled as Decimation-A and Decimation-B. We first sorted
all the 6362 VLBI sessions chronologically, then separated the
even and odd sessions into two subsets. This was done for each
well-defined session types (e.g., IVS-R1,IVS-R4, NEOS, CORE,
amongst others). Such a selection ensured that these two subsets of
different sessions were equivalent in terms of stations and sources
observed. Moreover, the configurations for the two solutions were
exactly the same as OPA. As aresult, we could reasonably assume
that these two solutions have the same precision, in other words,
the same noise floor and scale factor, but are independent to some
extend since they used different observations. Since the radio
source positions are the only concern in this work, in the follow-
ing sections the expression “VLBI solution” refers to the radio
source catalog alone, rather than all the products.

Table 1 gives the statistical information of these three solu-
tions. One can find that the two decimation solutions have almost
the same precision in terms of the postfix rms, reduced-y* and
median formal errors of radio source positions. It confirms our
previous assumption that the decimation solutions have the same
precision. Compared to the decimation solutions, the OPA solu-
tion yields a smaller median formal error by a factor of around
1.7 in both coordinates.

There are 2754 common sources between the two decimation
solutions. We removed 94 sources with fewer than three observa-
tions in either decimation solution, leaving a sample of 2660 com-
mon sources. To find the outliers, we computed the normalized
separation with the contribution of the correlation between the
right ascension (RA) and declination (Dec) using the formula of
the X-statistics in Mignard et al. (2016). In addition, we used the
semi-major axis of the error ellipse to characterize the positional
uncertainty of a source, as done in Gaia Collaboration (2018b).
Figure 1 plots these two quantities for 1391 VCS sources and
1269 other sources such as the defining sources and non-VCS
sources in the ICRF2 catalog and new sources. The VCS and
other sources shows a similar distribution of the normalized sep-
aration, which is evenly concentrated in the range 0.5-4. As for
the positional uncertainty (semi-major axis of the error ellipse),
most VCS sources have a positional uncertainty between 0.1 mas
and 1 mas. This result is quite consistent with that in Gordon et al.
(2016). The median normalized separation and positional uncer-
tainty for VCS are 1.53 and 238 pas, respectively, while they are
1.63 and 101 pas for other sources. For the case of Gaussian error
in source position, we can expect the normalized separation X to
follow a Rayleigh distribution. For a sample of 2660 sources, the
theoretical number of sources whose X is larger than X falls down
below 1 when Xy, = 3.97. As a result, sources with a normal-
ized separation larger than 3.97 were removed from the sample.
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Fig. 1. Normalized separation between two decimation solutions as a
function of the minimum semi-major axis of the error ellipse in the
decimation solutions for VCS (blue asterisks) and other (brown trian-
gles) sources. The horizontal line indicates the upper limit of X, = 3.97
imposed on the individual normalized separation, while the vertical line
shows the upper limit of 1 mas for the individual semi-major axis of the
error ellipse, both for removing the outliers.

Besides, we also set an upper limit of 1 mas on the semi-major
axis of the error and removed all sources beyond this limit. 2380
sources were kept in the sample after this procedure. Another con-
sideration was given on the observational history of radio sources.
That is, sources that have been observed in fewer than ten ses-
sions totally in the decimation solutions will not be considered
in the analysis. Finally, we obtained a “clean” sample of 709
common sources for a reliable evaluation of the scale factor and
noise floor, among which only six VCS sources are included.

3. Assessing the accuracy of solutions
3.1. Methods and results

Differences between source position estimates from two deci-
mation solutions can be used to estimate the noise floor and
scale factor. In the case of white noise measurements, the for-
mal error of the radio source position is expected to decrease

as 1/ VN where N is the number of observations. If we have
two solutions that are supposed to measure the same quan-
tity, that is, the position of the same sources in this case, and
that are also supposed to be of the same level of accuracy
(e.g., because they have almost the same number of observa-
tions from equivalent VLBI networks), the position difference
between the two solutions should tend toward zero when the
number of observations increases. Here the wording “tend to
zero” should be interpreted as “explained by the formal errors”.
Statistically speaking, it means that the weighted root-mean-
square (wrms) difference tends to zero as the number of obser-
vations increases or the wrms scatter is on the same order of the
formal error. However, it is usually not the case because in the
VLBI data reduction we assumed the distribution of measure-
ment noise to be Gaussian-like and the modeling of the non-
Gaussian errors, such as the station-dependent noise and mod-
eling errors of troposphere parameters (e.g., see Gipson 2006;
Romero-Wolf & Jacobs 2012), is not optimal. As pointed out in
Ma et al. (2009), one of the motivations for inflating the formal
errors and establishing a noise floor is to account for these non-
Gaussian error sources.

Practically, we used two methods to determine the noise floor
of the VLBI solution. One is to consider the noise floor as the

minimum wrms scatter of the position differences as the num-
ber of the observations increases. Meanwhile, the scale factor s
will be estimated as the standard deviation of the source posi-
tion difference scaled by the combined formal error (root-sum-
square of formal errors in two decimation solutions). This method
is referred to as DSM. The main idea of the other method, is that if
the combined formal error is under-estimated, the wrms scatter of
the position differences will be larger than the error. A noise floor
appears as a limit of the wrms scatter when the combined formal
error decreases. We denoted the second method as SBL. Since we
are interested in the noise floor of the two decimation solutions
rather than their positional offset, and we assume that two solu-
tions have the same level of noise, the wrms scatter and the com-
bined formal error should both be scaled by 1/ V2. For the sake of
simplicity, the wrms and the combined formal error will implicitly

refer to the ones scaled by 1/ V2 in the remainder of this paper.

When we adopted the DSM method, the right ascension and
declination component yielded a scale factor of 1.4 and 1.3,
respectively. In order to determine the noise floor, we sorted the
sources by the total number of sessions a source was observed in
two decimation solutions and analyzed the wrms differences of
source positions for subsets of every 50 sources in this ordered
sequence. Figure 2 shows a decreasing tendency of the wrms
scatter and median combined formal error as a function of the
median number of sessions in the subset. The wrms scatter is
generally larger than the formal error in right ascension, while
for declination it occurs for the number of sessions larger than
100. One could see a minimum wrms scatter of about 8§ uas in
RA and 10uas in Dec for sources that have been observed in
about 1000 sessions. Compared with the ICRF2 catalog that
shows a minimum wrms scatter of 15 uas for RA and 25 uas
for Dec (Ma et al. 2009), our solutions show an improvement
of a factor of nearly 2 for right ascension and 2.5 for declina-
tion. If the noise floor is measured by the minimum wrms, it
could be ~10uas. This value, however, could be achieved for
sources associated with a long observational history (e.g., being
observed in more than 1000 sessions), which makes up only
8.4% of the clean sample. Compared to the reported noise floor
for the ICRF3 which is 30 uas (Charlot 2018), this estimation
looks like too optimistic. Another estimate is the wrms differ-
ence of the whole clean sample (709 sources), which is 20 pas
for RA and 23 puas for Dec, respectively. As mentioned in the
previous section, we removed the sources that have a low obser-
vational history (observed fewer than ten times). If we include
these sources in the sample (2380 sources), the wrms difference
for RA/Dec is 33/40 uas. The results are consistent with 30 pas,
even though the wrms difference for all sources is larger. It is
probably due to that different sessions or source sample were
used in the ICRF3. Since the noise floor of the catalog should
represent the noise of most sources, a conservative estimation of
the noise floor could be 20 uas for RA and 23 uas for declina-
tion. We used the scale factor and noise floor obtained to inflate
the formal errors according to Eq. (1) and plotted them in Fig. 2.
We find that the inflated errors can account for the wrms scat-
ters for most cases. We also note that for sources with number of
observed sessions larger than 1000, the applied noise floor seems
too large. It is, however, as expected since the applied wrms is
too conservative for well-observed sources.

As for the SBL method, we sorted sources by their for-
mal errors, binned them into subsets of every 50 sources, and
calculated the wrms scatter and median combined formal error
of position differences. Figure 3 presents the wrms scatter and
median combined formal error for radio sources in each sub-
set. We found a generally larger wrms scatter than the median
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Fig. 2. Wrms scatter and median formal error of positional differences
for subsets of every 50 sources binned by a sliding window as a function
of the median number of sessions a source was observed in two decima-
tion solutions. Also shown is the inflated median formal error inflated
by the scale factor and noise floor of DSM.

combined formal error. Next we substituted the wrms scatter
and median combined formal error for ¢ and o in Eq. (1) and
performed the least square fitting. This yielded a scale factor of
1.2-1.3 and a noise floor of ~10 uas in right ascension and decli-
nation. The estimated noise floor agrees with the minimum wrms
in Fig. 2, implying that this method gives estimates of noise for
a small subset of well-observed sources. We also note the large
error of the noise floor estimate, which could lead to a noise floor
of ~20 pas in the worst case.

To check our determination of the scale factor and noise
floor, we then calculated the residual scale factor, that is, the
standard deviation of the position differences scaled by the
inflated errors. The closer to unity the residual scale factor is,
the more realistic the scale factor and the noise floor is. Fol-
lowing such a philosophy, all the results are satisfactory both
in right ascension and declination, showing a divergence of
0.1 from unity. Interestingly, the DSM method yielded a resid-
ual scale factor smaller than the unity while for the SBL it is
slightly larger. From this point of view, the estimation from DSM
might be over-estimated while the SBL method possibly under-
estimates the scale factor and/or the noise.

All the results are summarized in Table 2. In short, the scale
factor is estimated to be of about 1.3—1.4 for right ascension and
1.2-1.3 for declination; for noise floor, it is estimated to be lying
between 20 pas and 25 pas in the two coordinates, showing an
improvement of about 35% with respect to the ICRF2 catalog.

3.2. Dependence on the number of observed sessions

In this section, we address the dependence of the scale factor on
the number of sessions a source was observed and also check our
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Fig. 3. Wrms scatter of source position differences as a function of the
median formal error. Also shown for comparison is the inflated error
using the scale factor and noise floor of SBL.

results in Sect. 3.1. We grouped the sources similarly to the noise
estimation of the DSM method (Sect. 3.1) and calculated the
scale factor as the standard deviation of the normalized position
differences. Figure 4 shows a mainly stable scale factor between
1.3 and 1.5 for right ascension and a general increasing scale
factor in declination. We also rescaled the formal error using the
results of DSM and SBL and calculated the residual scale fac-
tor. For both coordinates, the residual scale factor was reduced
down to around 1.0 when the number of sessions is less than 100.
More encouragingly, the increasing tendency of the scale factor
in declination clearly vanished. In the case of Nygsion = 100, an
obvious discrepancy between the results of DSM and SBL could
be found. For the result of SBL, the residual scale factor was
still consistent with the unity within 0.2, while the DSM method
yielded a general decreasing trend from 1.0 to 0.5. Again, it sug-
gests that for the sources with a rich observational history the
noise floor is more close to 10 uas. This also indicates a promis-
ing future of the VLBI catalog which could reach the accu-
racy of 10 uas since new VLBI observations will be carried on
continuously.

3.3. Dependence on the declination

Since most VLBI sites are located in the northern hemisphere,
the average formal error of radio source positions is generally
better as the declination increases. As a result, we turned our
interest to investigating the dependence of the scale factor and
noise floor on the source declination. The scale factor (standard
deviation of the normalized position differences) and wrms scat-
ter were calculated for each 15° declination band.

As demonstrated in Fig. 5, the wrms scatter decreases with
declination from nearly 55 pas to around 15 uas both in right


https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201834118&pdf_id=2
https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201834118&pdf_id=3

N. Liu et al.: Determining the accuracy of VLBI radio source catalogs

Table 2. Scale factor and noise floor of formal errors.
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Fig. 4. Scale factors in right ascension and declination for subsets of
50 sources binned by a sliding window as a function of the median
number of observed sessions. Also shown are the residual scale factors
for DSM and SBL.

ascension and declination, except for sources between —90° and
—60°. The median wrms for declination bands in the south of
the equator is 30/33 uas for RA/Dec while it is 16/19 pas in the
north. It suggests that the noise level of position for sources in
the southern hemisphere is about two times larger than that in the
north. The right ascension shows a smaller wrms scatter com-
pared to the declination, which is a chronic feature of VLBI. We
note that for 555 sources (78% of the sample) locating in the
north of 30° the wrms is the same as or better than 30 uas. This
result agrees well with the reported noise floor of the ICRF3
(Charlot 2018). If one considers the peak of the distribution of
numbers of source which is within 0—30° north, one could see a
wrms lying between 20—-25 pas for both coordinates, which is in
good agreement with the estimation given by the DSM method.

Figure 6 displays the scale factors for the 15 declination
bands. For most declination bands, the scale factor in right ascen-
sion is quite uniform and stable around 1.4; for declination, the
scale factor generally increases with the declination. Fey et al.
(2015) showed a similar increasing scale factor as the decli-
nation both for right ascension and declination. The authors
attributed this feature to the more observations for higher dec-
lination sources. To go further, we checked the residual scale
factors using results of DSM and SBL (Table. 2). Contrary to the

original declination formal errors for these sources may possibly
be realistic.

4. Comparison with ICRF2 and Gaia DR2 formal
errors

In this section, we aim to compare the inflated formal error in the
solution OPA by the scale factors and noise floors determined in
Sect. 3.1, with the formal errors of the ICRF2 and Gaia DR2 cat-
alogs. The OPA solution contains the positions of 4400 sources,
with a median formal error of better than 100 pas in right ascen-
sion and ~150 pas in declination (see Table 1). We inflated the
formal errors of source position in OPA catalog with the results
of DSM and SBL. For comparison, we used the ICRF2 catalog
(Fey et al. 2015) and the gaiadr2.aux_iers_gdr2_cross_id cata-
log*, the latter containing the positions for the optical counter-
parts of 2820 VLBI sources at a reference epoch of J2015.5
(Gaia Collaboration 2018b) and labeled as Gaia DR2 for the
sake of simplicity.

There are 2288 common sources among these three catalogs.
Figure 7 reports the median formal errors in right ascension, dec-
lination, and the direction of the error ellipse major axis (EEMA)
for these common sources. The inflated results from DSM and
SBL yield a similar median formal error, which is ~120—135 uas
in right ascension and ~190-220 uas in declination. One can
notice that, after inflating the formal error, median errors in dec-

4 http://gea.esac.esa.int/archive/
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Fig. 6. Scale factor in right ascension and declination for each 15° decli-
nation band derived from source position differences between two dec-
imation solutions.

lination and EEMA of OPA are of the similar level as the Gaia
DR2 but OPA provides a formal error that is better by a factor of
about two in right ascension. Besides, OPA shows an improve-
ment of a factor of ~2.5 in right ascension, and of ~3 in declina-
tion and EEMA with respect to the ICRF2 in terms of the median
formal error. If we assume that the formal errors in ICRF2 and
Gaia DR2, and inflated errors in OPA solution are realistic, we
could conclude that current VLBI solutions still provide source
positions with the best accuracy.

5. Concluding remarks

We proposed to estimate a realistic error of source positions in
VLBI solution based on all the up-to-date VLBI observations. The
scale factor is estimated to be of ~1.3 in both coordinates. We
found the noise floor to be of 20—25 pas for sources having been
observed in more than ten sessions. If we take all the sources into
consideration, the noise level could be worse. Nevertheless, this
result shows an improved accuracy with respect to the ICRF2 and
agrees well with the reported noise floor of the ICRF3 (Charlot
2018). For a small subset of well-observed sources (number of
observed sessions larger than 1000), the noise floor of 10 pas could
be reached, which shows a strong potential of the VLBI radio
source catalog. Besides, the wrms noise is found to decrease from
the southern to northern hemisphere, which is consistent with the
result of ICRF2 (Fey et al. 2015). Typically, the positional accu-
racy in the northern hemisphere is about two times better than
in the south. Taking the scale factor and noise floor into con-
sideration, our solution shows a similar accuracy level to that of
Gaia DR2 in declination but better by a factor of two in the right
ascension. Our comparison also shows that nowadays the VLBI
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Fig. 7. Median error of the 2288 common sources among OPA solu-
tion, ICRF2 catalog, and Gaia DR2 catalog. EEMA represents the semi-
major axis of error ellipse, which can be used to describe the positional

formal error for a source.

catalogs have been improved with respect to the ICRF2 catalog
by a factor of three.
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